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Abstract
Retrieval-augmented generation (RAG) supplements large language
models (LLM) with information retrieval to ensure up-to-date, ac-
curate, factually grounded, and contextually relevant outputs. RAG
implementations often employ dense retrieval methods and approx-
imate k-nearest neighbor search (ANNS). Unfortunately, ANNS is
inherently dataset-specific and prone to low recall, potentially lead-
ing to inaccuracies when irrelevant or incomplete context is passed
to the LLM. Furthermore, sending numerous imprecise documents
to the LLM for generation can significantly degrade performance
compared to processing a smaller set of accurate documents.

We propose DReX, a dataset-agnostic, accurate, and scalable
Dense Retrieval Acceleration scheme enabled through a novel
algorithmic-hardware co-design. We leverage in-DRAM logic to
enable early filtering of embedding vectors far from the query vec-
tor. An outside-DRAM near-memory accelerator then performs
exact nearest neighbor searches on the remaining filtered embed-
dings. This resulting design minimizes off-chip data movement
and ensures precise and efficient retrieval, laying the foundation
for robust and performant RAG systems that are broadly applica-
ble. Our evaluation shows that DReX delivers a 6.2-7× reduction
in time-to-first-token for a representative RAG application over a
state-of-the-art mechanism while incurring reasonable area and
power overheads in the memory subsystem.

CCS Concepts
• Computer systems organization→ Parallel architectures;
• Information systems → Language models; Top-k retrieval in
databases.
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1 Introduction
An increasingly essential technique in modern AI-powered appli-
cations is Retrieval-Augmented Generation (RAG) [53, 71, 75]. A
key component of RAG is taking the input task or query at hand,
converting it to a high-dimensional vector, and querying it against
a database of stored corpus vectors to find database entries that
are “similar” to the query vector. More specifically, modern RAG
systems rely on dense retrieval, a scheme where a pretrained neu-
ral network called a query encoder (𝐸𝑞) and a document encoder
(𝐸𝑑 ) embed queries and documents (any retrievable item) as high-
dimensional vectors. These RAG systems are optimized for vector
search and retrieval [4, 12, 13, 15, 42].

There are two main approaches to the vector search component
in a typical RAG pipeline. The first is to use exact nearest neighbor
search (ENNS), where the query vector is matched against all docu-
ment vectors using a scoring function, which typically involves a
cosine similarity computation. ENNS produces high-quality search
results suitable for use in the RAG pipeline, but this brute-force
technique incurs high latency, which can be prohibitive for many
applications, particularly those with a human in the loop.

An alternative to ENNS is to index the data vectors usingmethods
such as HNSW [49], CAGRA [52], LSH [6, 29], or IVFPQ [10], and
then use indexing to speed up the vector similarity search, resulting
in an approximate nearest neighbor search (ANNS) algorithm. These
are commonly used in practice because they have demonstrated
substantial latency reductions in the vector search step, which is
often the most computationally expensive step in the RAG pipeline.
However, ANNS’s speed comes at a cost — its accuracy is typically
lower and may pollute the RAG pipeline with irrelevant context,
which in turn can rapidly degrade the overall performance of the
AI application [21, 26, 30, 32, 33, 61, 66, 67, 85, 88].

A natural question that follows is: Can we find ways to improve
the performance of ENNS using a co-design strategy in which
algorithms could be designed specifically to exploit underlying
hardware parallelism? We take an initial step in this direction and
present a new method called Dense Retrieval Acceleration (DReX).
DReX is based on the recognition that: 1) The vector database is
nearly always stored in DRAM (to meet the latency requirements),
and there may be ways to exploit the abundant parallelism inherent
in DRAM to speed up the vector similarity task. 2) The core compu-
tational step is evaluating a cosine similarity between two vectors
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(the query vector and a data vector), and there may be algorithmic
techniques that leverage the high data parallelism inherent in the
DRAM architecture to speed up this computation.

In this paper, we propose an algorithmic-hardware co-design
approach to this problem. Algorithmically, DReX uses “sign concor-
dance,” based on a simple idea: When computing the similarity of
two vectors, we can get a high-quality but computationally cheap
filter by using only the sign bits of the two vectors to compute an
approximate dot product. The sign bits can be precomputed and
stored in the same DRAM banks that contain the corresponding
vectors. Then, using relatively inexpensive in-DRAM logic, these
can be quickly retrieved to conduct high-quality, high-performance
dense filtering against a query concurrently across banks. The re-
sult of this in-DRAM filtering step is that many non-candidate
corpus vectors are disregarded before they even leave the DRAM
chip and are never considered by the remainder of the RAG sys-
tem. Then, the selected vectors are fetched and further scored in a
near-DRAM similarity scoring unit, which selects the final set of
nearest neighbors to pass into the remainder of the LLM. Therefore,
sign concordance has properties like ANNS in that it can be used
to reduce the amount of data that needs to be examined (in full
precision), and thus improve the overall latency; and, as our results
will show, it can deliver much higher performance at high levels of
accuracy.

This paper makes the following two major contributions:

• Embarrassingly parallel filtering (Section 3): An algorithmic-
hardware co-design for efficient and parallel filtering of large
vector databases.

• DReX (Section 5): An in- and near-DRAM accelerator combo
that implements the architectural components required for
filtering and retrieval.

Our evaluation shows that DReX outperforms the best perform-
ing ANNS schemes on CPU for a high-dimensional corpus with
batch sizes of 1 and 16 by 24 and 19× at Recall@32=0.95, respectively.
For the same workload, DReX provides 6.7× and 3.1× speedup com-
pared with the best performing ANNS schemes on GPU. This dense
retrieval speedup translates into a 6.2-7× reduction in time-to-first-
token for a representative RAG application. Additionally, DReX
incurs modest power and area overheads in the memory subsystem
while providing significant energy efficiency.

2 Background
2.1 Dense Information Retrieval in AI Systems
Large language models (LLMs) are continuously increasing in size
and parameter count, with newer models requiring significantly
more resources for training. A major limitation of pre-trained LLMs
is the lack of up-to-date information, and re-training these models
is exceedingly costly due to their growing complexity. Beyond the
high cost of training, several additional challenges arise, such as
the need to separate confidential data from training data or man-
aging terminology discrepancies. Retrieval-augmented generation
(RAG) has emerged as a promising approach to address these chal-
lenges by incorporating two main modules that enable dynamic
and contextually relevant generation [4, 12, 13, 15, 42].

E𝑞(𝑞)	=	⟨𝑞1, 𝑞2, ⋯ , 𝑞𝐷⟩
E𝑑(𝑑)	=	⟨𝑑1, 𝑑2, ⋯ , 𝑑𝐷⟩
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Fig. 1. Visualization of dot-product similarity.

General mechanism. A RAG application combines a generative
model, usually an LLM, with a retrieval model. Modern RAG sys-
tems rely on dense retrieval, a scheme where a pre-trained neu-
ral network called a query encoder (𝐸𝑞) and a document encoder
(𝐸𝑑 ) embed queries and documents (any retrievable item) as high-
dimensional vectors [51, 77]. In many cases, document encoders
process each document using bag of words or related approaches,
which broadly map the term-frequency (e.g., TF-IDF or BM25) of
words to numeric feature vectors [63, 65, 68, 70]. Document en-
coders are trained to predict relevance between a query 𝑞 and docu-
ment 𝑑 , as defined by the dot-product 𝑆 (𝑞, 𝑑) = 𝐸𝑞 (𝑞) ·𝐸𝑑 (𝑑). After
training, a document encoder encodes a corpus of documents to cre-
ate a database of embedding vectors. Online, a query𝑞 is encoded by
𝐸𝑞 , and the documents are sorted based on their scores 𝑆 (𝑞, 𝑑). This
process requires dot products to be computed between 𝐸𝑞 (𝑞) and
many or all of the vectors contained in the index. Fig. 1 illustrates
dot-product similarity and its core operations. If all embeddings are
normalized to a magnitude of 1, dot-product is identical to cosine
similarity.

Performance and accuracy. Prior works have demonstrated that
both the performance and accuracy of RAG applications are heav-
ily dependent on the performance and accuracy of the dense re-
trieval phase [15, 42]. In fact, prior work reveals a complex inter-
play between the retrieval and generation phases in RAG applica-
tions [61, 85, 88], where low-quality dense retrieval can significantly
increase the LLM generation time by requiring more information
to be retrieved and sent to the LLM for generation. We corroborate
the prior work and show that including an irrelevant document in
a RAG application with a Llama-3.1-70B generative model on an
NVIDIA H100 GPU leads to a 29ms increase in LLM time-to-first-
token without contributing to end-to-end accuracy.

2.2 Similarity Search
Two primary classes of algorithms are used to perform Nearest-
Neighbor Search (NNS) within the database: exact and approximate
methods [6–10, 23, 29, 34, 35, 48, 49, 55, 78, 80]. The exact approach,
known as exact nearest neighbor search (ENNS, a.k.a. KNNS), em-
ploys a brute-force method in which the distance between a query
vector and each document in the database is calculated, selecting
the top 𝐾 most similar documents. In contrast, approximate meth-
ods, collectively referred to as approximate nearest neighbor search
(ANNS), utilize a variety of structures—such as table-based, tree-
based, and graph-based algorithms—to improve search efficiency.

ANNS limitations. Approximate Nearest Neighbor Search (ANNS)
methods, such as Hierarchical Navigable Small World (HNSW)
graphs [49] and Inverted File (IVF) [10] systems, are the prevalent
standards for retrieval tasks in dense vector spaces. Numerous ac-
celerators have been developed to optimize these schemes [18, 38,

1109



DReX: Accurate and Scalable Dense Retrieval Acceleration via Algorithmic-Hardware Codesign ISCA ’25, June 21–25, 2025, Tokyo, Japan

1.E+0

1.E+1

1.E+2

GloVe

Deep10m
Wiki

MSM
arc

o

MSM
arco

ˢ

Sp
ee

du
p 

vs
. E

xa
ct

 S
ea

rc
h 

(L
og

 sc
al

e)
10²

10¹

10⁰

Fig. 2. Maximum speedup achievable by HNSW for selected datasets
in Table 1 over optimized exact search while achieving Recall@32
of 0.95, using Batch size=16, M=64, and efConstruction=256.

59, 82]. However, they exhibit significant limitations, especially in
many RAG applications. These ANNS schemes aim to reduce the
search space by indexing the relationships between corpus vec-
tors, enabling queries to be checked only against likely relevant
documents. For instance, IVF and its derivatives rely on statically
clustering the dataset to identify related vectors. Unfortunately,
as the dimensionality of vectors increases, the number of distinct
clusters grows exponentially [29, 39, 69]. This makes effective clus-
tering challenging, leading to sparser distributions of vectors across
clusters and diminished effectiveness of static clusters.

Graph-based approximate search schemes like HNSW and CA-
GRA, optimized for GPU, attempt to mitigate some of these issues
by building a navigable graph that connects each document to
its nearest neighbors, allowing for more dynamic traversal of the
search space. However, achieving high accuracy with these schemes
requires a lengthy graph construction process, and the resultant
graph introduces substantial memory overhead [87]. In addition,
HNSW indices are expensive to construct/rebuild, and such rebuilds
may be needed if the underlying documents change. Adding new
documents may require fully rebuilding the index, as they may
change the nearest-neighbor relationships between the older docu-
ments. Although using incremental HNSW index-building methods
is possible, they can degrade the quality of the search results.

We conduct an experiment to illustrate the effectiveness of HNSW
compared to ENNS. We configure parameters to ensure reasonable
index sizes and graph construction times (see experimental setup
in Section 6), and use a batch size of 16 to model a realistic RAG en-
vironment. Fig. 2 shows the maximum speedup achieved by HNSW
with a Recall@32 of 0.95 over the ENNS baseline for three different
datasets.1 The results illustrate how the effectiveness of HNSW
compared to ENNS is highly dataset-dependent. In the cases where

1Recall@K of R means that, on average across multiple queries, (100 × 𝑅)% of the
top-K documents retrieved by the ANNS algorithm overlap with the top-K retrieved
by the ENNS algorithm. Prior work has suggested that retrieving more than 25–50
documents yields diminishing returns in terms of accuracy [30]; therefore, in this
paper, we use Recall@32 as a metric to quantify the accuracy of the dense retrieval.

a Recall@32 of 0.95 is achieved, a speedup of, say, 10× may ap-
pear compelling; however, in the end-to-end execution of a RAG
application, it can be overshadowed or even turn into a slowdown
compared with a RAG application employing ENNS. This is be-
cause ENNS enables the RAG application to achieve the same or
better generation accuracy with fewer (but more precise) docu-
ments passed onto the LLM, significantly reducing LLM generation
time [85, 88]. Thus, extra time spent on accurate retrieval can yield
a net reduction in end-to-end time. Moreover, ANNS mechanisms
like HNSW often suffer higher memory consumption due to the
indexing required for approximation [14, 19, 49].

The challenge of dataset dependency in ANNS is further com-
pounded by the inefficiency of batching for ANNS. Since the sets of
embedding vectors that need to be accessed and searched for each
query within a batch are mostly disjoint, there is limited opportu-
nity to reuse embedding vectors fetched from the corpus across
queries within the batch. As a result, while ENNS can efficiently
reuse data fetched from the corpus across all queries in a batch,
ANNS gains minimal benefit from larger batch sizes, which are
common in real-world RAG applications.

ENNS limitations. ENNS methods can address certain weaknesses
inherent in ANNS due to their simpler data layouts. Exact search
does not suffer from the overheads associated with graph traversal,
and reusing corpus vectors across a batch is natural ENNS’s se-
quential data access pattern. Additionally, ENNS can easily handle
adding and removing corpus vectors, which is highly desirable in
dynamic RAG environments.

However, exact search methods have distinct drawbacks in the
context of RAG: 1) Inflexibility. An exact-search-only accelerator
cannot trade small amounts of accuracy for performance gains.
This limitation is especially troublesome in scenarios with small
batch sizes, where the potential speedup from filtering would be
significantly higher. 2) Non-opportunism.While some datasets are
challenging for existing approximate search schemes to filter, many
datasets are substantially easier to handle. Existing approximate
search schemes show sublinear scaling of runtime with corpus size
and a fixed accuracy, implying that filtering generally becomes
easier as corpora grow larger. For these easy-to-filter datasets, an
exact-search-only accelerator cannot opportunistically exploit this
to achieve higher performance.

3 Algorithmic-Hardware Co-design for
Accurate and Scalable Dense Retrieval

In this work, we aim to develop a dense retrieval scheme that
embodies the following seemingly conflicting properties: accurate,
general, flexible, scalable, fast, and resource-efficient.

We begin with the clean slate of ENNS as our dense retrieval
algorithm. ENNS is the most accurate, general (retrieving exact top-
k documents regardless of the dataset), and semi-resource-efficient
(it can efficiently operate on a vector processor without requiring
complex indexing while achieving perfect data reuse across queries
within a batch). However, ENNS is extremely memory-bound. From
this foundation, we systematically enhance ENNS tomake it flexible,
scalable, and fast, all while preserving its accuracy and generality,
and significantly improving its resource efficiency by alleviating its
memory-bound limitations.
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Fig. 3. Illustration of 2D-space cosine similarity. QV and EV stand
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concordance along each dimension provides a good first approxi-
mation.

Recall that the core idea of ANNS mechanisms is to reduce the
search space by relying on offline clustering or index graph genera-
tion. However, as discussed in Section 2.2, such offline methods sac-
rifice generality, slow down retrieval at high accuracy targets, and
require large storage capacity and upfront computation for index
creation. Modern embedding models used for dense retrieval rely
on inner-product or cosine similarity, due to dot-product’s natural
compatibility with cross-entropy loss during training [24, 36, 83].
Therefore, maximum inner product search and maximum cosine
similarity search have quickly risen to prominence as two of the
preferred choices for vector search [9, 36]. Further still, many of
these embedding vectors demonstrate distributions spanning both
positive and negative values, centered on or near zero.

Note that the sign bit of each dimension can indicate whether two
vectors occupy the same subspace within a given Cartesian space.
For instance, in a simple 2-dimensional Cartesian space (Fig. 3), vec-
tors QV and EV have a good chance of being similar when the sign
bits of both dimensions match (e.g., both in the top-right subspace).
Conversely, vectors are likely dissimilar when their sign bits are
opposite (e.g., in diagonally opposite subspaces). We leverage this
intuitive observation to implement an online mechanism capable
of reliably and quickly filtering vectors by comparing the sign bits
of embedding vectors against those of query vectors. This filtering
scheme, which we call Sign Concordance Filtering (SCF), is detailed
in Section 4.

Although SCF significantly reduces the search space, it requires
comparing one bit per dimension of each embedding vector with
the corresponding query vector’s bits before initiating the search.
As this operation is performed online, it resides on the critical path
of dense retrieval. If not executed efficiently, computation risks
adding complexity and causing slowdowns instead of accelerating
dense retrieval.

Executing SCF-enhanced dense retrieval on a CPU can severely
limit its performance potential due to two key challenges: (1) For
16-bit quantized embedding vectors, reading only the sign bits from
memory still requires 1/16th of the bandwidth needed to read all
embedding vectors. Given the billion-scale embedding vector data-
base size and high dimensionality, even this reduced data volume
can constitute a bottleneck performance and scalability. (2) Despite
filtering a large portion of the embedding vectors, transferring
even a fraction of them to the CPU for processing limits scalabil-
ity [81], particularly as corpus sizes continue to grow for future
RAG applications.

Name 𝐷 𝑁 Data Source Scheme
Wiki 768 35,678,076 Wikipedia Bi-Encoder [36]

MSMarco 768 8,841,823 Web Bi-Encoder [5]
MSMarcos 768 113,419,636 Web Bi-Encoder [50]
GloVe 100 1,183,514 Social Media GloVe [60]

Deep10m 96 9,990,000 Images GoogLeNet
Table 1. Datasets used for dense retrieval.

To overcome these limitations and fully unlock the potential of
Sign Concordance Filtering (SCF), we introduceDReX, a system that
co-designs the SCF-enhanced ENNS algorithm with in-memory and
near-memory processing architectures. Section 4 elaborates on the
merits of SCF, and Section 5 explores the architectural innovations
in DReX that leverage SCF to enable an accurate, general, flexible,
scalable, fast, and resource-efficient dense retrieval scheme.

4 Sign Concordance Filtering
A sign concordance kernel SCF(𝑄𝑉, 𝐸𝑉 , TH ) is true if vectors QV
and EV with𝐷 dimensions meet a minimum threshold TH of match-
ing sign bits:

SCF(QV , EV , TH ) =
(
TH ≤ 𝐷 −

𝐷∑︁
𝑖=1

(SQV [𝑖] ⊕ SEV [𝑖])
)

where SQV [𝑖] is the sign bit of 𝑖𝑡ℎ dimension of QV , SEV [𝑖] is the
sign bit of the 𝑖𝑡ℎ dimension of EV , and ⊕ is the XOR operation.
This expression is equivalent to counting the number of dimensions
that have matching sign bits, and if that number is greater than the
threshold, then we keep the vector. Otherwise, we filter it.

The use of a sign concordance filter requires specifying a filter
threshold, which enables a trade-off between accuracy and filtering
ratio. Specific filter ratios are achieved by experimentally modifying
the threshold. Overall, by comparing only the sign bits of vector
dimensions and employing the right threshold, we can quickly
estimate whether two vectors are similar or not.

A key advantage of the sign concordance filtering is that filtering
can be performed online, and the sign concordance kernel requires
simple and regular logic, namely a bitwise XOR between the sign
bits of each corpus vector, a popcount (Hamming weight) of the
result, and a threshold comparison (We describe our hardware
implementation later in Section 5.3). To target a specific accuracy,
the threshold can be set by inspecting a sample of true top-k results.
For instance, to achieve Recall@32=0.95, we set the threshold to the
95th percentile of sign-bit match counts observed across a sample of
true Top-32 neighbors. Additionally, the threshold could be flexibly
adjusted online for corner cases and datasets with variable phases.
Such simple tuning for trading accuracy for performance contrasts
the rigid index creation and offline filtering of existing ANNS.

Although larger batches reduce the overall filtering ratio across
all queries within the batch, as we explain in Section 5,DReX reuses
vectors across all queries within a batch to minimize filtering over-
head and improve retrieval accuracy.

We evaluate the accuracy and filtering ratio of sign concordance
filtering on four different datasets summarized in Table 1. Fig. 4
shows the trade-off between recall@32 and filter ratio for all datasets,
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Fig. 4. Filter Ratio vs. Recall@32 of Sign Concordance for various
datasets at batch size 1.

with various thresholds. As we increase the threshold (from left to
right), the accuracy improves while the filtering ratio decreases. As
shown, the sign concordance filtering is both effective and flexible,
substantially reducing the search space while allowing for a smooth
trade-off between recall and filter ratio via the choice of the filtering
threshold at runtime.

As evident in Fig. 4, sign concordance filtering is more effective
when filtering datasets of higher dimensionality. For the higher-
dimensional BiEncoder-embedded datasets such as Wiki, sign con-
cordance filtering provides an impressive filtering ratio of 1:4,500
at 0.95 Recall@32. This filtering ratio outperforms HNSW by over
200×. The key benefit of sign concordance filtering is its online
filtering capability, which accommodates all datasets without losing
accuracy.

5 DReX Architecture
5.1 Overview
Fig. 5 provides an overview of the system integration and archi-
tecture of DReX. DReX is a compute-enabled CXL type-3 device
whose internal memory capacity is part of the host address space.
The key benefit of having a flat address space for DReX enabled by
CXL is that the CPU can directly use load/store instructions to up-
date the contents of the vector database, eliminating the overhead
of setting up DMA for transferring embedding vectors and other
metadata between host memory and DReX memory. DReX also
leverages CXL.mem to enable the CPU to efficiently communicate
with near-memory accelerators through the load/store interface
and reduce the overhead of offload.

DReX implements its internal memory capacity using LPDDR5X
packages, which strike a balance between DDR and GDDR in terms
of capacity and internal memory bandwidth [57]. Each LPDDR5X
package provides 64 GB of DRAM capacity and eight 16-bit chan-
nels, delivering a total of 136GBps of memory bandwidth. Each
LPDDR5X channel consists of 2 ranks, each rank consists of 2 dies,
and each die has 32 banks [57]. Consequently, with only eight
LPDDR5X packages, DReX can achieve 512GB of internal mem-
ory capacity and over 1 TBps of internal bandwidth. In contrast,
achieving 512GB of capacity using high-capacity ×4 DDR5 devices
would require 32 devices and a large CXL device form factor while
yielding only 89.6GBps of internal memory bandwidth. The high

Fig. 5. System integration and overall architecture of DReX. Shaded
areas indicate hardware additions.

internal memory bandwidth is essential for DReX’s near-memory
acceleration of similarity score evaluation (Section 5.4).
Why not HBM? HBM3 supports capacities of up to 24GB and
bandwidths of 819GBps. To implement a 512-GB DReX, we need
22 HBM3 packages. The base die area of an HBM3 chip is approxi-
mately 121mm2. Integrating this many HBM chips on an interposer
would require 2.662mm2 of interposer area solely for HBM. For
context, the NVIDIA H100 chip (just the compute die) is around
814mm2.

The LPDDR5X DRAM chips are modified to integrate a PIM
Filtering Unit (PFU) in the periphery of each bank, enabling sign
concordance filtering on the sign bits of embedding vectors stored
in the bank. Each LPDDR5X package connects to a local near-
memory accelerator (NMA) chip through eight high-bandwidth
LPDDR channels. DReX implements a highly optimized and perfor-
mant dense retrieval acceleration by leveraging collaborative PIM
filtering, NMA similarity scoring, and CPU-based aggregation.

At a high level, performing dense retrieval on DReX involves
four phases:
Prefilling DReX with a specific data layout (Section 5.2). This
phase occurs offline and is not part of the critical path for dense
retrieval.
Query vector provision. The CPU provides DReX with a batch of
query vectors by writing them into a memory-mapped I/O (MMIO)
register using the CXL-enabled load/store interface in each near-
memory accelerator (NMA).
Independent processing by NMAs. The NMAs independently
execute the processes of filtering (Section 5.3), similarity score
evaluation, and top-k evaluation (Section 5.4) on their local corpus
(i.e., embedding vectors).
Aggregation of results. Once all the NMAs complete their top-k
evaluations of their local corpus, the CPU is notified to aggregate
the partial top-k lists from each NMA (and multiple DReX units, in
the case of multi-DReX dense retrieval) to produce a single top-k list.
The list is then used by the CPU to retrieve the actual documents
from the host memory or SSD.
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Fig. 6. Sign bit of Embedding Vectors (SEVs) layout in DRAM Banks.

5.2 DRAM Data Layout
Before any dense retrieval offload to DReX, the CPU organizes the
embedding vectors and their sign bits in a specific manner to en-
sure efficient and high-performance dense retrieval. The CPU uses
mmap to map the entire DReX address space into a contiguous
range of the CPU’s virtual address space. It employs explicit cache
maintenance instructions, such as CLFLUSH, to ensure that the
NMA has access to the up-to-date data during dense retrieval of-
fload. Once laid out, these data remain stable unless the document
database changes (relatively infrequent).
Layout of sign bits. As shown in Fig. 6, each LPDDR5X bank in
DReX contains several rows that store both embedding vectors and
the sign bits of all elements within each embedding vector. Without
loss of generality, we describe DReX here as using 768-dimension
embedding vectors. (The vector dimension is a configurable pa-
rameter and DReX can support any vector dimension.) We pack
sign bits in memory as follows: First, the sign bits for dimension
0 of 128 vectors are stored contiguously as a block, followed by
the sign bits for dimension 1 of those 128 vectors, and so on for
the 768 dimensions. The pattern then repeats itself for another 128
vectors, and so forth. This layout aligns 128-bit blocks with the bank
transfer rate, enhancing filtering efficiency within tCCD during
sequential data access. Moreover, it facilitates an output stationary
XOR-accumulate hardware for efficiently evaluating the concor-
dance score of 128 vectors in 768 column accesses concurrently
across all DRAM banks. The number of clock cycles required to
evaluate the concordance score of 128 vectors in parallel varies with
the vector dimension; for dimensions other than 768, a different
number of cycles is needed. In Section 5.3, we discuss in more
detail how this data layout enables efficient and high-performance
PIM implementation of sign concordance filtering.
Layout of embedding vectors. After the in-memory sign con-
cordance filtering phase, the surviving embedding vectors need
to be sent to the NMA for similarity scoring and top-k evaluation.
Note that, since the sign bits of only the local embedding vectors
for each LPDDR5X package are stored within that package, it is
guaranteed that the NMA accesses to the filtered embedding vec-
tors remain local to the same LPDDR5X package. However, because
of the filtering, the candidate embedding vectors will be scattered
across different physical addresses within the LPDDR5X package.
Therefore, it is impossible to know the physical location of the un-
filtered embedding vectors beforehand, and the NMA must access

Addr.
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Fig. 7. Interleaving across eight memory channels assuming 768-
dimension vectors. Access to each embedding vector is evenly dis-
tributed across all eight channels. EV𝑖[k] denotes the kth dimension
of embedding vector 𝑖.

sparse embedding vectors locally stored in its LPDDR5X package.
The performance of the NMA directly depends on the efficiency
of accessing these sparse embedding vectors; therefore, we aim to
minimize the time required to fetch each embedding vector. Be-
cause the NMA has global access to all eight LPDDR channels of
the package, minimizing the embedding vector access time requires
evenly interleaving the access across all eight channels. This is the
rationale for the proposed data layout for the embedding vectors
presented in Fig. 7.

5.3 In-memory Sign Concordance Filtering
We introduce a PIM Filtering Unit (PFU) integrated into each DRAM
bank. The PFU is designed to calculate concordance scores for vector
embeddings and identify the embedding vectors that should be
included in the similarity score evaluation. As discussed in Section 4,
concordance scores are defined as the sum of the bitwise XOR
results between the sign bits of the query vectors and embedding
vectors. If the concordance score exceeds a threshold value, then
the embedding vector is a candidate for search. Otherwise, it is
filtered. By copying the sign bits of the embedding vectors and
organizing them in a column-major format within different DRAM
banks (Section 5.2), these bitwise XOR and aggregation operations
can be efficiently performed inside the DRAM banks in parallel,
using minimal additional logic integrated into the DRAM bank
peripheries.

Filtering is conducted in multiple epochs, with each epoch pro-
cessing 128 vectors in parallel per bank (128×128 vectors per chan-
nel and 128×128×8 per LPDDR5X package). In each epoch, the PFU
generates a 128-bit bitmap, marking the embedding vectors to be
searched by setting the corresponding bit to 1. The NMA controller
maintains bookkeeping to map each bitmap to its corresponding
embedding vector space.

The NMA identifies each vector and its corresponding bitmap
using an ID address. This ID address establishes a mapping between
the bank where the embedding vector is stored, the position of the
vector in the bitmap, and a pointer to the epoch number that filters
the embedding vector. This mapping requires 32 bits: the seven
least significant bits represent the bank number out of the 128
banks in each channel, the next seven bits represent the vector’s
index within the 128-bit bitmap, and the 18 most significant bits
correspond to the epoch number.
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Fig. 8. Structure of the PIM Filtering Unit (PFU) integrated into
each DRAM bank. SQV, SEV, and CSB stand for Sign bit of Query
Vectors, Sign bit of Embedding Vectors, and Concordance Score
Buffer, respectively. The subscript is the vector ID, and the number in
brackets is the dimension number. We consider a vector dimension
of 768 in this incarnation of a PFU.

Fig. 8 illustrates the datapath of the PFU for a single bank. The
PFU logic is designed to pipeline the column access, partial con-
cordance score calculation, and bitmap generation for 128 vectors
across N column accesses, where N equals the vector dimension.
Our evaluations show that evaluating each bitmap takes approx-
imately 2 µs, which is roughly the same time required to read all
the bitmaps (128×128 bits) from 128 banks within a channel to the
NMA. This creates a near-perfect pipeline for filtering and bitmap
transfers to NMA.

As shown in Fig. 8, the PFU supports a batch size of up to 16.
Before in-memory filtering begins, the NMA broadcasts the sign bits
of up to 16 query vectors to all PFUs. During each DRAM column
access, the PFU receives 128 sign bits from the same dimension
of 128 different embedding vectors (Section 5.2). To process this
data, the PFU implements 128 XOR gates and 128 output-stationary
accumulators. As depicted in Fig. 8, these accumulators consist of a
12-bit Concordance Score Buffer (CSB) and a 12-bit adder.

Over 768 column accesses (corresponding to the vector dimen-
sion), which constitute one epoch, the same XOR-accumulator logic
compares the sign bits of each embedding vector with a query vec-
tor and updates the CSBs if there is a match. At the end of the
epoch, a bitmap is generated based on the values in the CSBs. To
avoid implementing additional registers and comparators for stor-
ing the threshold value and comparing it against CSB values at the
end of each epoch, the NMA initializes each CSB at the start of
the epoch to 4, 096 −Threshold (4,096 = 212 bits). At the end of the
epoch, the NMA simply checks the sticky overflow bit of each CSB
to determine whether the corresponding embedding vector should
be filtered. This works because if any of the CSBs count more than
Threshold, then it would overflow, and the sticky overflow bit flags
that CSB.

To further optimize the process, as shown in Fig. 8, the design
reduces the overflow bits of the 16×128 CSBs into a single 128-bit
bitmap by performing a bitwise OR operation across the overflow
bits within a batch. This allows the PFU to return a single 128-
bit bitmap instead of 16 separate bitmaps. The rationale behind
this design decision is that the most expensive operation in per-
forming similarity scores for query vectors in a batch is reading
embedding vectors from DRAM. This operation does not affect the

performance of batched dense retrieval when the similarity scores
for all query vectors in the batch are computed using the same
embedding vector already fetched. This approach not only reduces
the storage overhead and complexity of the PFU but also enhances
overall performance and energy efficiency. The overhead of trans-
ferring multiple bitmaps from all banks to the NMA is significantly
higher than the additional MAC operations performed during the
similarity score evaluation.

5.4 Near-memory Acceleration of Similarity
Score and Top-K Evaluation

As shown in Fig. 5, DReX implements a near-memory accelerator
(NMA) chip for each LPDDR5X package. Each NMA implements
seven key components: Memory Controllers (MC), Address Gen-
eration Unit (AGU), Query ScratchPad Memory (SPM), Address
SPM (ASPM), Similarity Score Unit, Top-K Unit, and Controller
Unit. The primary reason we did not integrate the NMA logic
into the CXL controller and instead distributed the logic near each
LPDDR5X package is twofold: (1) to reduce the distance that data
needs to move off-chip through LPDDR channels and on-chip be-
tween the memory controllers and the accelerator units. This re-
duction in the distance between the memory controllers, NMA
PHYs, and the LPDDR5X package allows the NMA to perform high-
bandwidth, low-latency, and low-energy data accesses to DRAM.
(2) Each LPDDR5X package implements eight memory channels,
and connecting eight packages to a single chip would require im-
plementing 64 LPDDR channels along the shoreline of a single
chip [2, 22, 46, 54]. Such a centralized design would necessitate
a large monolithic near-memory accelerator to accommodate the
significant number of escape pins at the chip’s shoreline, which
would substantially increase the cost of building DReX.

A back-of-the-envelope calculation shows that if each LPDDR5X
PHY occupies 2.5mm of shoreline (based on die shots of the Apple
M2 [58] in 5 nm technology), a single chip would need a minimum
perimeter of 160mm to support 64 PHYs. Assuming a rectangular
chip with a golden ratio, the die area would need to be at least
1.512mm2, exceeding the state-of-the-art lithography reticle limit.
By limiting each NMA to connect to a single LPDDR5X package
with eight channels, each NMA needs only 20mm of shoreline,
which can be satisfied by a rectangular chip with a golden ratio and
area of less than 24mm2.

With the data mapping explained in Section 5.2 and the dis-
tributed NMA organization of DReX, NMAs can independently
filter and perform similarity score evaluations for the unfiltered
embedding vectors without requiring any inter-NMA communica-
tion. This area-efficient NMA architecture is enabled through the
co-design of the filtering algorithm, software data placement, and
in-memory and near-memory processing principles.

As mentioned in Section 5.1, after the query vectors are broad-
cast from the CPU to the NMAs, the NMAs first initiate the filtering
phase and then proceed with similarity score computation and
top-k evaluation of the candidate embedding vectors. During the fil-
tering phase, PIM Filtering Units (PFUs) perform sign concordance
filtering in multiple epochs, each filtering a group of 128 embed-
ding vectors and generating a bitmap with entries corresponding
to each vector in the group. At the end of each epoch, the bitmap is
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Fig. 9. Finite state machine implemented by the Controller Unit in
each NMA, and breakdown of the filtering phase into 𝑛 epochs.

transferred to the NMA, and the next epoch begins immediately,
concurrent with the bitmap transfer to the NMA. The memory con-
trollers on the NMAs orchestrate all-bank filtering as well as bitmap
transfers from each bank and channel to the NMA chip. Once the
bitmap is received by the NMA, the Address Generation Unit (AGU)
scans the bitmap, generates the physical addresses of the embed-
ding vectors corresponding to the set bits, and stores them in an
Address ScratchPad Memory (Address SPM). These addresses are
retained for later use during similarity score computation and top-k
evaluation.

Because the Address SPM has limited capacity, the number of
continuous filtering epochs depends on the filtering ratio of sign
concordance filtering, the size of the Address SPM, and the size of
each vector. In general, each LPDDR5X package can store 64GB /
(2 B × Vector_Dimension) vectors. Considering a vector dimension
of 768, this equates to amaximum storage capacity of approximately
45 million embedding vectors per LPDDR5X package. Thus, each
vector can be uniquely addressed using a 26-bit address local to
each LPDDR5X package. To accommodate datasets with various
vector dimensions efficiently, we design the Address SPM to be 4-bit
addressable. In the current implementation of DReX, the Address
SPM is set to 2MB, allowing it to store up to 524,288 embedding
vector addresses for 768-dimensional vectors.

Because corpus vectors are laid out to fully utilize bandwidth
for similarity score computation, it is not possible to pipeline in-
memory filtering operations (which require reading sign bits and
sending out bitmaps from all banks) with the reading of vectors that
survive the filtering operation. One option would be to perform
sign concordance filtering immediately followed by similarity score
computation. However, sign concordance filtering involves both
the in-memory computation of bitmaps and address generation,
which can be pipelined if performed repeatedly. Consequently, we
serialize the filtering and similarity score evaluation phases.

Fig. 10. Structure of NMA Similarity Score Unit.

Fig. 9 shows the FSM of the NMA Controller Unit and details the
multi-epoch near-memory filtering and the alternation between
the in-memory filtering and near-memory similarity score evalua-
tion phases until the offload is complete. During the near-memory
similarity score evaluation, the NMA reads embedding vector ad-
dresses from the Address SPM and fetches the vectors one by one
over eight LPDDR5X memory channels. As discussed in Section 5.2,
the embedding vectors are interleaved across all eight channels to
saturate the full 136GB/s memory bandwidth of the package.

Fig. 10 illustrates the internal architecture of the Similarity Score
Unit. As embedding vectors are received from the DRAM in parallel
across eight channels, they are buffered in the input buffer of the
Similarity Score Unit and distributed to up to 16 processing engines.
Each processing engine consists of 68 MAC units with local out-
put buffers and an adder tree to reduce the 68 outputs to a single
similarity score. The MAC and reduction operations are pipelined.
Each processing engine computes the similarity score between one
query vector and all embedding vectors fetched from DRAM.

The reason for providing 68 16-bit MAC units per processing
engine is to sustain the 136GB/s DRAM bandwidth. The MAC
units operate at 1GHz and must perform 68 MAC operations on
68×16-bit embedding vector dimensions received from memory
every 1 ns. For a vector dimension of 768, after 12 clock cycles
(768/68), the output register of each MAC unit contains a partial
similarity score, which is reduced to a single score using the adder
tree. The reduction phase is pipelined and performed concurrently
with the MAC operation for the next embedding vector. Once the
partial scores are reduced to a single similarity score, it is sent to the
Top-K Unit, which maintains an ordered list of the top 32 document
IDs.

6 Methodology
We build an end-to-end evaluation framework that includes cycle-
accurate simulation of DRAM using DRAMSim3 [43], timings gath-
ered from RTL synthesis, and real system measurements. We im-
plement RTL designs for the PIM Filtering Unit (PFU), Similarity
Score Unit, and Top-K Unit and synthesize them in TSMC’s 16 nm
technology node with Synopsis Design Compiler. We then scale
PFU results to 7 nm [56, 72]. Logic in DRAM technology is approx-
imately ten times less area-efficient [20] than regular logic; thus,
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Device Description

CPU
16 × Intel Xeon Max 9462 3.5GHz, SMT off
8 × 128GB DDR5-4400 DRAM
3.5 TFLOP/s, 282GB/s

GPU
NVIDIA H100 SXM
80GB HBM3
989 TFLOP/s, 3.35 TB/s

DReX
(Simulated)

8 × NMA , 8,192 × PFU
512GB LPDDR5X
26.11 TFLOP/s, 1.1 TB/s (NMAs), 104.9 TB/s (PFUs)

Table 2. System configuration used for measurements.

we scale the area of the PFU correspondingly in our evaluation. For
the Query SPM and Address SPM, we adopt the area (0.013 µm2

per bit) and power metrics (50 fJ per bit) from Dally, Turakhia, and
Han [17].
Modeling PFUs.We use LPDDR5 timing reported in Ramulator
2.0 [47], along with RTL synthesis, to derive the time required
for the bank-level PFU to compute bitmaps (1.25𝑑 ns), for reading
bitmaps into the near-memory accelerator (120.4 ns), and for ad-
dress generation within the memory controller (1024 ns). We use
DRAMSim3 to measure the time needed to read traces of embed-
ding vectors into the NMA for similarity score evaluation and use
RTL synthesis again to determine the time required to perform the
dot products and top-k sorting.
DReX Simulator.We augment the cycle-approximate simulator
for IKS [61] to incorporate PFU timings and model the more com-
plex pipeline (e.g., filling the ASPM results in a bubble in memory
bandwidth utilization). We also modify the analytical model for
similarity-score performance, since IKS uses a different NMA Sim-
ilarity Score Unit architecture and data layout. In particular, we
gather traces for each dataset and batch size and collect timing
results using DRAMSim3. We do not modify the implementation of
the final top-k aggregation since it is identical to IKS’s.
Comparisons with Other Systems. Table 2 compares the system
configurations and compute appliances (real or simulated) used for
evaluations. We also compare DReX with ANNA [41], which is an
IVF-PQ accelerator. We construct a first-order model to determine
an upper bound for ANNA’s performance. Each ANNA unit is
defined based on 𝑁SCM , 𝑁cu , and 𝑁𝑢 parameters: 𝑁SCM defines
the number of similarity computation modules, 𝑁cu represents
the number of computation units responsible for constructing the
look-up tables and performing cluster filtering, and 𝑁𝑢 defines the
number of codebook entries that can be sum-reduced per cycle.
ANNA sets 𝑁SCM = 16 and 𝑁𝑢 = 64. ANNA also selects𝑀 = 𝐷/4
(representing an 8:1 compression ratio) and chooses 𝑁 = 8 for 2𝑁 =

256 codebook entries. ANNA was evaluated using |𝐶 | = 250 and
10, 000 for million- and billion-scale corpora, respectively. Similarly,
we use |𝐶 | = 250 for the GloVe, Deep10m, and MSMarco datasets,
and set |𝐶 | = 10, 000 for MSMarcos and Wiki. We validated this
performance model on the side by reproducing key results reported
in the original ANNA paper [41].
Software configuration. We use the Faiss [31] and CUVS [64]
libraries to measure HNSW, IVF-SQ, and CAGRA performance on
CPU and GPU. For HNSW on CPU, we use Faiss’s IndexHNSWFlat,
and for CAGRA on GPU, we use CUVS. For IVF-SQ and IVF-PQ,
we use Faiss’s IndexIVFScalarQuantizer and IndexIVFPQ, and their

GPU equivalents. We use 4-bit scalar quantization for IVF-SQ. We
also perform a CPU-based top-k refinement phase. For all approxi-
mate search schemes, we sweep the design space to find appropri-
ate parameters. For IVF-SQ, HNSW, and CAGRA, respectively, we
adjust the n_probe, ef_search, and itopk_size search parameters,
which provide a trade-off between accuracy and speed, in order to
maximize throughput while achieving an accuracy target.
Corpora. Prior works [9, 80] have shown that leading ANNS
schemes show vast differences in search space reduction across
different corpora. As a result, it is critical to ensure that we evaluate
our filtering scheme and architecture on datasets that are relevant
for RAG. In particular, we construct three corpora based on realistic
RAG datasets embedded using bi-encoder models. For comparabil-
ity to prior work, we also use two datasets popular for evaluating
existing ANNS accelerators.
Wiki. To examine the case of a model fine-tuned for a specific
application, we rely on a corpus designed for evaluating question-
answering RAG applications with Wikipedia as the corpus. Meta’s
KILT benchmark divides Google’s Natural Questions dataset into
train (nq-train) and validation (nq-dev) sets, containing a query,
answer, and relevant documents. Using this approach, we fine-
tune a BERT-base (uncased) model to predict relevance between
a passage and a given query. Following the technique proposed
by Karpukhin et al. [36], we construct the document corpus by
dividing Wikipedia into 100-token passages and encoding with the
fine-tuned BERTmodel.We then create query vectors by embedding
the queries of the nq-dev set, for a total of 2,837 vectors.
MSMarcos and MSMarco. We adopt open-source corpus and em-
bedding models for this use case, which also facilitates reproducibil-
ity. In particular, we use embeddings for segmented and nonseg-
mented versions of the MSMarco-V2.1 [11] dataset. Dataset gran-
ularity can shift the burden between the retrieval and generation
phases of RAG, making it important to study the impacts of seg-
mentation. We denote embedded versions of the segmented and
nonsegmented MSMarco-V2.1 dataset as MSMarcos and MSMarco,
respectively. For MSMarcos, we use embeddings generated via the
Snowflake Arctic Embed M V1.5 embedding model, which is fine-
tuned from the BERT-base bi-encoder model for retrieval. This cor-
pus served as the knowledge source for TREC RAG [62], where they
implemented segmentation using a sliding-window approach. For
the nonsegmented MSMarco, dataset documents are much longer,
necessitating the use of an embedding model with a longer context
length. In particular, we use the Nomic Embed Text V1.5 model,
also fine-tuned from BERT-base. To generate query vectors for MS-
Marco and MSMarcos, we follow documentation from Snowflake
and Nomic, respectively, to embed MSMarco queries using the re-
trieval model used to generate the corpus, resulting in a total of
1,010,916 queries.
GloVe. To allow for comparison with prior works, and to evaluate
sign concordance filtering on relatively small dimensional vectors,
we use the popular GloVe dataset of 1,183,514 100-dimension vec-
tors. FollowingAumüller, Bernhardsson, and Faithful’s approach [9],
we use GloVe’s test (10,000 vectors) as queries.
Deep10m.We use the provided sample set of the Deep1b dataset,
which contains 9,990,000 96-dimension vectors. Again, following
Aumüller, Bernhardsson, and Faithful’s approach [9], we use Deep
-1b’s test set (10,000 vectors) as queries. We include Deep10m and
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Fig. 11. Comparison of DReX and existing options for all datasets. The Y axis is in log scale. ENNS configurations in (b) that are marked by
asterisk use 3 GPUs. The value on top of each data point is the speedup of DReX compared to the best-performing competing design. The
CAGRA experiments marked by ’X’ in (b) cannot fit in a single GPU and this missing.

GloVe primarily to provide comparability with other works, and to
contextualize the results ofWiki, MSMarco, and MSMarcos, which
are relatively new and have not been widely used in the ANNS
literature.
Representative RAG pipeline. To contextualize the performance
of DReX, we implement a simple RAG pipeline based on Wiki,
paired with three popular generative models: Llama-3.2-3B, Llama-
3.1-8B, and Llama-3.1-70B. Performance-wise, retrieval time pri-
marily impacts latency, rather than other metrics like token rate. In
particular, for many user-facing AI applications, time-to-interactive
is critical. In this paper, we evaluate DReX primarily based on the
time-to-first-token (TTFT) metric [3, 16, 73]. A query, taken from
the test set for Wiki, is presented in a prompt, along with the top-k
documents selected during the retrieval phase, and we measure
the total delay of retrieval plus production of the first token. For
HNSW, we measure delay of retrieval for Wiki, using the HNSW
indexes described in Section 6, followed by the time to generate
the first token (prefill time). For DReX, we use a cycle-approximate
simulator to find its retrieval delay. The simulator also produces
the IDs of the documents retrieved by DReX, which we then use
to construct prompts for the LLM, mirroring the approach used
to evaluate HNSW. We measure the prefill time using the same
methodology as HNSW, and combine it with the simulated delay
to obtain the total latency.

To reach the specified DReX recall target, the sign concordance
filtering threshold (Section 4) is chosen per dataset during loading
via exploration. This process yields internal results similar to Fig. 4,
where each candidate threshold value offers a trade-off between re-
duced search latency and increased recall. Our experimental results
evaluate DReX and ANNS techniques at Recall@32={0.80,0.95}.

7 Experimental Results
7.1 Dense Retrieval Performance
We first compare the performance of DReX with existing solutions
for dense retrieval. We measure throughput (queries per second)
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Fig. 12. Breakdown of DReX latency on various corpora, with batch
size 1 and 16, and Recall@32=0.95. Relevant phases are bank-level
sign concordance filtering, similarity score computation, and final
Top-K Aggregation on the host.

and latency (retrieval time). We compare with the following config-
urations: IVF-SQ and HNSW on CPU, IVF-SQ and CAGRA on GPU,
and ANNA [41]. We also include a DReX configuration (denoted
by “DReX (ENNS)” in Fig. 11a) where we bypass sign concordance
filtering phase and perform ENNS near the memory. This configu-
ration is equivalent to IKS [61]. Fig. 11 compares the throughput of
DReX with Recall@32 of 0.95 and 0.80 with all these configurations
when operating on the five data sets with batch sizes of 1 and 16.

7.1.1 Comparison with CPU-based ANNS. As shown in Fig. 11a,
DReX significantly outperforms all CPU baselines. Compared to the
best performing ANNS baselines, for the high-dimensional Wiki
dataset and high recall, DReX provides 270× (compared to IVF-SQ)
and 1,167× (compared to HNSW) speedup for batch sizes of 1 and
16, respectively. A general trend is that, as the vector dimensions
decrease, DReX’s filtering ratio decreases, while the filtering ratio
of the baseline ANNS remains the same, causing the performance
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difference between DReX and ANNS to shrink. Nevertheless, DReX
delivers at least 5 and 22 times higher performance compared to
the best-performing CPU ANNS for Glove and Deep10M across
different batch sizes and recall targets, respectively.

Reducing the recall target generally increases the filtering oppor-
tunity for DReX and other ANNS algorithms. At first glance, DReX
maintains a strong performance advantage even at lower recall
targets. However, for some datasets—specifically Wiki, MSMarco,
and MSMarcos—at batch size 1, the throughput of DReX remains
unchanged when lowering the recall target from 0.95 to 0.80. This is
because, in these datasets at batch size 1, the high filtering ratio of
sign concordance filtering ensures that similarity score evaluation
is not an end-to-end bottleneck even at 0.95 recall. Consequently,
further reducing the recall target, which increases the filtering ratio,
does not improve end-to-end search time, as predicted by Amdahl’s
Law. Fig. 12 illustrates the breakdown of DReX latency at 0.95 recall,
showing that, for Wiki, MSMarco, and MSMarcos at batch size 1,
the majority of search time is spent on filtering, which does not
decrease with a lower recall target.

Interestingly,DReXwithout filtering (ENNS), which exhaustively
searches the entire corpus using near-memory accelerators, is faster
than ANNS baselines on the CPU across many of the datasets,
especially at a high recall target. These results demonstrate that
the speedup achieved by high-quality ANNS can be matched by
a purpose-built accelerator designed for ENNS. DReX takes this
one step further and implements sign concordance filtering in the
memory to deliver very significant speedups.

DReX throughput benefits significantly from batching queries.
This improvement occurs for two reasons: First, for corpora that are
easy to filter, sign concordance filtering time dominates execution
but can be amortized across multiple queries in a batch. As shown
in Fig. 12, increasing the batch size shifts some of the execution
time from filtering (SCF) to similarity score computation. Second,
for corpora that are hard to filter, namely GloVe and Deep10m (see
Fig. 18), similarity score computation dominates. In such cases,
many corpus vectors meet the sign concordance threshold for mul-
tiple queries but are loaded only once, thereby amortizing a portion
of the similarity score delay across multiple queries in a batch.

7.1.2 Comparison with GPU-based NNS. As shown in Fig. 11b, even
when running ENNS or IVF-SQ/CAGRA (both ANNS) on an H100
GPU, DReX outperforms the best-performing of them by 2–101×,
except for batch size 16 in the Deep10m dataset at a 0.95 recall target.
The data points for Wiki and MSMarcos are missing for CAGRA
because their indexes cannot fit within the memory of a single
H100 GPU. Although CAGRA on GPU achieves a slight speedup
over DReX for Deep10m at 0.95 recall, DReX demonstrates strong
performance across the board and provides 6.4× more memory
capacity than an H100, enabling DReX to accelerate significantly
larger corpora.

7.1.3 Comparison with Other Accelerators. Fig. 11c comparesDReX
with the performance upper bound of ANNA (see Section 6 for how
we compute that upper bound). Across the board, DReX fares better.
This is consistent with the observation made by Lee et al. that
ANNA is bottlenecked by the memory bandwidth between the CPU
and DRAM [41]. To improve ANNA’s prospects, we compare DReX
against a near-memory ANNA configuration, where each ANNA
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Fig. 13. Comparison of DReX and CPU/GPU-based ANNS for MS-
Marco for application-level batch sizes up to 64, Recall@32=0.95.
The Y axis is in log scale. DReX has a maximum batch size of 16,
therefore performance does not improve above batch size 16.

unit is integrated into an NMA. This integration is feasible because
the area of each ANNA unit (17mm2 [41]) is approximately the
same as that of an NMA in DReX. We assume perfect parallelism
across near-memory ANNA units and a top-k aggregation overhead
similar to that of DReX.

As shown, the near-memoryANNAachieves a significant speedup
for all datasets and batch sizes against CPU-attached ANNA. More
generally, IVF-PQ performs well at lower recall targets, as it can
significantly reduce the search space. For datasets where DReX is
already bottlenecked by sign concordance filtering, such as MS-
Marcos at batch size 1, or for low-dimension datasets, such as GloVe,
the near-memory ANNA can match (GloVe) or even outperform
(MSMarcos) DReX by 2×. This is because ANNA uses IVF to clus-
ter the corpus vectors, which dramatically accelerates filtering for
small batch sizes, since only a subset of the clusters must be ac-
cessed for filtering. However, as batch size grows, the benefits of
this approach dwindle, makingDReX faster due to the speed of PIM-
based filtering. Nonetheless, the benefits of clustering are largely
orthogonal, and there could be an opportunity to extend DReX to
support IVF indexing. We leave this for future work. In any case,
for most configurations, DReX provides a solid speedup against a
futuristic futuristic near-memory ANNA implementation in many
cases, and in all cases against CPU-attached ANNA.

NDSearch [81] is another recent architecture for in-storage ac-
celeration of HNSW. We cannot construct a reliable performance
model due to significant differences in evaluation methodology.
However, NDSearch reports a throughput of roughly 11,000 queries
per second on GloVe, with a batch size of 2,048 and Recall@10=0.95.
By contrast, DReX achieves 73,650 queries per second on GloVe
with the maximum batch size of 16 and Recall@32=0.95. When
we set the DReX accuracy target to Recall@10=0.95 to match ND-
Search, DReX achieves 90,723 queries per second. DReX has higher
throughput for Recall@10=0.95 than for Recall@32=0.95 because
true Top-10 results typically have higher sign concordance filtering
scores, therefore the filtering threshold can be set higher. Further,
we note that GloVe is also the dataset for which HNSW on CPU
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Fig. 14. Throughput of ablation study configurations. AdB denotes
a pipeline with filtering performed on device A, followed by a simi-
larity score computation on device B.

most closely matches DReX performance. Thus, we believe that
DReX remains highly competitive for the other datasets.

7.1.4 Impact of Batch Size on DReX. Fig. 13 compares the scalabil-
ity of DReX performance with existing CPU/GPU-ANNS options
for more batch sizes. As shown in Fig. 13, further batching above 16
does not improve performance for DReX, due to the maximum PFU
batch size of 16. Therefore, in principle, CPU/GPU-based ANNS
can be more competitive at higher batch sizes. However, both CPU
and GPU-based ANNS experience diminishing returns due to mem-
ory bandwidth limitations, since existing ANNS algorithms cannot
achieve strong data re-use across queries. As the figure shows, even
at batch size 64,DReX remains superior to the ANNS configurations.

7.2 Ablation Study
We perform an ablation study to evaluate the contribution of each
component in DReX, which we logically divide into an optional
filtering phase and a necessary similarity score computation phase.
We analyze cases where sign concordance filtering is included or
excluded, cases where similarity search is performed on the NMAs,
and cases where sign concordance filtering is executed using the
PFUs. Fig. 14 compares the performance of the following config-
urations: N/AdCPU, which skips filtering and executes similarity
search on the CPU (same configuration as CPU ENNS); CPUdCPU,
which performs both filtering and similarity search on the CPU;
PFUsdCPU, which performs filtering on the PFU and similarity
search on the CPU; N/AdNMAs, which skips filtering and executes
ENNS on NMAs; and PFUsdNMAs, which represents DReX.

Comparing the performance of N/AdNMAs and N/AdCPU high-
lights the benefit of performing similarity score evaluations near
memory. Across the board, we observe a throughput improvement
of 12.4× to 38.6× by simply offloading similarity score evaluations
to NMAs. Alternatively, the CPUdCPU configuration, which per-
forms sign concordance filtering on the CPU, achieves a 1.1× to 21×
speedup compared to N/AdCPU. This speedup is solely attributed
to sign concordance filtering.

Another interesting comparison is between CPUdCPU and
PFUsdCPU, where we see a significant speedup when offloading
filtering to PFUs, except for the GloVe dataset. As shown in Fig. 12,
sign concordance filtering is not an end-to-end bottleneck in GloVe.
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Fig. 15. Inference time breakdown of HNSW (CPU) vs. DReX re-
trieval for Llama-3.2-3B, Llama-3.1-8B, and Llama-3.1-70B. Genera-
tive model runs on a single GPU (NVIDIA H100 SXM) for Llama-3.2-
3B and Llama-3.1-8B, and 8 GPUs for Llama-3.1-70B. Both retrieval
phases have Recall@32=0.95.

More importantly, since the total storage required for the sign bits
of all embedding vectors in GloVe is approximately 15MB, CPU
filtering can match the performance of PFUs without the over-
head of fine-grain offloading from the CPU. DReX, which offloads
both similarity score evaluation and filtering to NMAs and PFUs,
respectively, eliminates the CPU bottleneck in similarity score eval-
uations. Ultimately, DReX extracts the most potential from PIM by
implementing a seamless NMA-PIM fine-grain offload mechanism.

7.3 RAG Performance
Fig. 15 compares the time-to-first-token breakdown of three dif-
ferent RAG pipelines, all using the Wiki corpus for retrieval and
employing either Llama-3.2-3B, Llama-3.1-8B, or Llama-3.1-70B as
the LLM. We use 1 GPUs for Llama-3.2-3B and 3.1-8B and 8 GPUs
for Llama-3.1-70B because the time-to-first-token with a single
GPU is several seconds and unacceptable for user-facing RAG ap-
plications. As shown, DReX significantly reduces the end-to-end
time-to-first-token. For example, DReX outperforms the HNSW
CPU baseline in Llama-3.2-3B by 6.2× and 7× for 𝐾 = 1 and batch
sizes of 1 and 16, respectively.

Interestingly, DReX achieves even higher end-to-end speedup
for larger batch sizes in this application due to its greater efficiency
in batched retrieval compared to HNSW (Section 2.2). As illustrated,
increasing the batch size, the value of K, or the model size dispropor-
tionately increases the LLM generation time, thereby reducing the
relative end-to-end speedup from retrieval acceleration. However, it
is important to note that Fig. 15 uses the same fixedWiki dataset for
all the LLM configurations. In real-world scenarios, it is likely that
the corpus size scales proportionally with the LLM size. Therefore,
the end-to-end speedup of retrieval acceleration provided by DReX
would remain significant, even for RAG applications utilizing large
LLMs.
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Fig. 16. End-to-end performance (lines) and energy efficiency (bars)
of implementations (Batch size 16, Recall@32=0.95) with per-bank
(32), per-bank group (8), and per-die PFU placements. The X axis
also shows the area overhead of each configuration vs. plain (16Gb
per die in all cases).

7.4 Power and Area Analysis
The area of each PFU is 0.1mm2; thus, 32 PFUs represent a 6.7%
overhead with respect to the 47.64mm2 area of a 16Gb LPDDR5X
die [76]. A single PFU consumes 14mW of power. For LPDDR5X,
each 16-bit channel provides up to 136Gbps [57]. DReX can fully
utilize this bandwidth across four dies (i.e., 34Gbps per die). The
energy per bit for LPDDR5X is 4 pJ [17]. Therefore, the power
consumption of a 16Gb LPDDR5X die with 32 PFUs is 34Gb/s
× 4 pJ/b plus 32 × 14mW = 584mW. If all banks synchronously
perform PIM filtering for a batch size of 16, the power consumption
of each PIM-enabled LPDDR5X package (32 dice) would be 18.7W.
For a batch size of 1, the power consumption during all-bank PIM
filtering is 5.24W.

Power-performance design trade-offs. We briefly compare our
per-bank PFU implementation (32 PFUs per die total) with hy-
pothetical alternative designs with per-bank group (per-BG) and
per-die PFUs—eight and one PFUs per die, respectively. While the
ACT/PRE power does not depend on the number of PFUs, the RD
power varies depending on the PFU placement. With respect to
a per-bank PFU placement, the per-BG and per-die placements
require each PFU access to travel an additional distance, which
we estimate to be the equivalent of going from a bank’s local row
buffer to the die’s global buffer. Per Lee et al. [40], that represents
about 35% of the power consumed by an end-to-end transmission in
HBMmemory, and we adopt the same breakdown here. Similarly to
LPDDR5 [1], a typical LPDDR5X die in x8 BL16 mode can transmit
128 bits to the global buffer, which is one-eighth the amount of
data that eight PFUs would receive simultaneously (8× 128b). Thus,
the power consumption attributable to transmitting to the eight
per-BG PFUs in parallel would be 8 × 0.35 × 4 pJ/b × 34Gbps. We
assume that the power consumption of this segment for the single
per-die PFU placement is 1/8 of that amount. Finally, recall that
PFUs transmit 128-bit bitmaps to the near-memory accelerator peri-
odically. To account for the peak power consumption of the off-die
transmission (about 47% of the round-trip power consumption by
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Fig. 17. Impact of power-limiting DReX PFUs to 5 and 10W via
frequency scaling. The data labels for each bar indicate the column
access rate used during SCF, in order to ahere to the selected TDP.
MSMarco andGloVe datasets are used, representingworkloadsmore-
and less-bounded by SCF, respectively. Recall@32 is 0.95 in all cases.

HBM memory per Lee et al. [40], which we adopt here), we assume
that the implementation with per-bank PFU placement can saturate
the bandwidth, while those with per-BG and per-die placements
use 1/4 and 1/32 of the bandwidth, respectively.

Fig. 16 shows the end-to-end performance and energy of those
implementations, normalized to the implementation with per-die
PFU placement. On the X axis, we also show the total area overhead
compared to the LPDDR5X without any PFUs. The plot shows that
the per-bank configuration yields a 15.3× speedup and 3.8× energy
efficiency compared to per-die implementation.

The area of the Near Memory Accelerator (NMA), as shown
in Fig. 5, excluding the Memory Controllers (MC), is 0.88mm2 per
LPDDR5 package in the 16 nm technology node. The physical in-
terfaces (PHYs) and memory controllers are estimated to occupy
14mm2 of each NMA, based on data from the Apple M2 chip, which
uses a 5 nm technology node [45]. Given that mixed-signal compo-
nents exhibit negligible area scaling [27, 74], the same value is used
for the 16 nm node. Consequently, the total area for each NMA is
14.88mm2. Since this area is less than the 20mm shoreline limit,
older technology nodes can be employed to meet this requirement.
Each NMA operates at 1 GHz to fully utilize the memory bandwidth.
The power consumption of an NMA for batch size 16 is 1.072W.
The total power consumption of all NMAs is 8.58W (8 NMAs per
DReX unit).

Fig. 17 shows the impact of reducing the rate of column accesses
during SCF to achieve reduced TDPs of 5 and 10W. When column
access rate is adjusted to hit a reduced power target, the benefits of
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Fig. 18. Filter Ratio vs. Recall@32 of sign concurrence with various
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represents random filtering, as sign concordance filtering cannot
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batching in the SCF phase are diminished since larger batch sizes
use more power and thus require slower accesses. For MSMarco,
which requires a relatively large amount of time for SCF (see Fig. 12),
a 5W and 10W power limit reduce performance by up to 33% and
14%, respectively. Conversely, GloVe is bounded more by the final
similarity score computation, and a 5W and 10W power limit
reduces performance by 6% and 2%, respectively.

8 Discussion and Related Work

Generality of sign concordance filtering. A key drawback of
naïve sign-based filtering is that it is dependent on the distribution
of embeddings. As a result, SCF is less efficient in cases where em-
beddings are asymmetric about zero or have a significant correlation
between dimensions. Nonetheless, we found that Iterative Quanti-
zation (ITQ) [25] is sufficient to dramatically improve performance.
ITQ computes a similarity-preserving rotation that optimizes a
dataset for binary quantization. We construct a pathological dataset
by applying a uniform bias to Deep10m then clipping negative di-
mensions at zero. By clipping, we produce an entirely non-negative
dataset. We bias before clipping to reduce the number of dimensions
that eventually are clipped to 0.

Fig. 18 shows that SCF can be highly sensitive to the choice of
sign for zero for non-negative vectors with some zero components.
SCF assumes a sign bit of 0 for dimensions with a value of zero.
In this configuration, SCF cannot discern between any vectors in
the dataset; however, if zero is taken as a negative, SCF improves
somewhat, as it can distinguish between positive and zero values.
However, this is far from a general approach, and sign concordance
still performs far worse than on other datasets. By contrast, after
applying ITQ, SCF regains much of the performance originally seen
on Deep10m, and the choice of sign for zero has no impact. For the
real datasets that we tested, the impact of ITQ was negligible, and
thus we did not apply ITQ.

Addition/deletion of vectors to/from DReX. In many cases,
updating an ANNS index requires either a partial or total recon-
struction of the underlying index structures; for graph-based ANNS,
graph edges must be reconstructed, while for cluster-like ANNS

(e.g., IVF and LSH), cluster membership must be adjusted. Signifi-
cantly, even in optimistic cases, repeatedmodifications to the corpus
eventually warrant a total reconstruction [79, 80, 84].

However, the placement or ordering of vectors in the corpus
does not impact recall in DReX, as sign concordance filtering re-
moves independent candidate corpus vectors from consideration.
Thus, not only are updates to the corpus contained by DReX fairly
simple to perform, but also there are no algorithmic concerns from
performing repeated updates. Updating a particular corpus vec-
tor is a simple overwrite of existing data, without impacting any
neighbors. Because the update is simple, deletions and insertions
are also similarly simple. To add a new vector to the database, the
new vector is appended to the existing storage. To delete a vector,
the vector selected for deletion is overwritten by the last vector in
the database. Because the updates are not very frequent, they can
be performed in batches and optimally performed.

Alternative NNS accelerators. Due to the importance of dense
retrieval in recommendation systems and generative AI, there is
prior work in the computer architecture community on accelerating
approximate and exact NNS primitives [28, 37, 41, 44, 61, 81, 86].
Nonetheless, these works primarily adopt existing ANNS or ENNS
algorithms and design accelerators around them, without fully
leveraging the opportunities for algorithm–hardware co-design to
exploit the unique capabilities of near- and in-DRAM acceleration.

9 Conclusions
DReX is a novel PIM-based mechanism to accelerate RAG pipelines
that exploits inherent mathematical properties about how similar-
ity between vectors is computed during nearest-neighbor search,
employing a sign concordance filtering method that allows pruning
corpus vectors that are unlikely to be close to a given query vector.
A novel layout in DRAM ensures that vector sign bits are readily
available to the in-DRAM hardware. Our in-DRAM filtering hard-
ware makes it possible for disregarded vectors to never even leave
the DRAM bank, and our near-DRAM retrieval hardware does the
rest. Our results show that DReX outperforms HNSW on CPU by
24 and 19× at Recall@32=0.95 for a high-dimensional corpus with
batch sizes of 1 and 16, respectively. This dense retrieval speedup
translates into a 6.2-7× reduction in time-to-first-token for a repre-
sentative RAG application. Additionally, DReX incurs reasonable
power and area overheads in the memory subsystem.
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